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Hearsay-It is a comp lex , dIstr ibuted-logIc system for speech understanding
developed at Carneg ie-Mellon University. Processing is performed by independent,
data-directed knowledge source processes that exam ine and alter values in a global
data bas e representing hypothesized phonetic segments , syllables , words, and phrases ,
as we ll as the hypothe tical temporal and logical relati onships among them. The
questi on of how the numerous potential activ it ies of the knowledge sources should be
scheduled to complete the interpretation of an utterance in mInimal time is called the
“f ocus of attention problem. ” Near optimal focusing is especially important In a speech
understanding system because of the very large solut ion space that potentially needs
to be searched. Thus , this focus of a t t en t i on  problem is representative of general

resource allocati on problems involv ing cooperative and compet itive processes. Using
the concepts of stim ulus . .and U~ ponse frames .of scheduled knowledge source
instan tiati ons , cornpotit ion among a ltern ative responses , g~~j~ and the desirabilit y of a
knowledge source instantiation , a genera l attent ion& control mechanism is developed.
This general focus ing mechanis m faci l I tates the expe rimental eva luation of a variet y of

specific attenti onal contro l policies (such as best-f i rst , bottom-up, and top—down 
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search strateg ies) and allows the modular addition of specialized heuristics for the ~~~~~~~~~~~~~~~

• speech understandIng task . Emp irica l results demonstrate the effectiveness of the
f ocusing princi ples , and possible directions for future research are considered. - . -
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Hayes- Roth & Lesser 1

INTRODUC TION

The Hearsay- Il (HSII) speech understanding system (Lesser , e t aL , 1974; Erman

& Lesser , 19 75) is a complex , distributed-logic processing system. Inputs to the
system are temp oral sequences of sets of acoustic segments and associated
hypothesized phonetic labels. Diverse sorts of speech understanding knowledge are
enc oded in several (11, currentl y) independent knowledge source modules (KSs),

including one or more KSs specific to each of the following knowledge domains:
ac oustic-phonetic mapp ings, phone expectation-rea lization relationships , sy llable

rec ognition, w ord hypothesization arid verification , and syntax and semantics. The

state of processing at any point in t ime is represented by a global data base (the

blackboard ) which ho’ds ri an integrated manner all of the current hypothesized
elements , including alternative guesses , at the various levels of interpretati on (e.g.,

segmenta l , sy llabic , lexIcal , and phrasa l) . In addition, any inferred implicative or

confirmatory relationships among various hypotheses are represented on the

blackboard by weighted , directed links between associated hypotheses. The weight

and direction of a link reflect the degree to which the hypothesis at the tail of the link

supports (or confirms ) the hypothesis at the head. The blackboard may be viewed as

a two-dimensional problem space , whore the time and informat ion level of a blackboard

hypothesis serve as its coordinates. Such a view permits c onsideration of specific

“areas ” of the problem space and enables us to speak meaningful ly of hypotheses in

the “vicinit y” of a specif ic data pattern.

Processing in the system consists of additio ns , alterati ons , or deletions made to

data on the blackboard by the various KSs. Each KS is data- d irecj~~., i.e., t monitors

the blackboard for arrival of data t atchi ng i t s  p reco nd i t io n p a t t e r n , a conf igura t ion  of

hypotheses and Inks wIth s pecific attr ibu te values. Whenever its preconditIon is

matched ,1 a copy of the KS is insta ntiated (invoked) to operate separatel y on each

satisf ying data pattern. Finall y, when the KS IS executed , its (arbitraril y complex ) logic

is eva luated to determine how to modify the data base in the vicin ity of the

precondition pattern that triggered the invocat ion . The data pattern matching the

preconditi on of a KS is ca lled the stimulu s fra me (SF) of the invocation , and the

changes it makes to the data base are referred t o as t& response frame (RF). Each KS

may be schema tized as a production rule of the fo rm [precondition —> response). Each

1 In the HSII syste m, precondition test i ng for eac h KS is mp lemented through

precondition processes. The activat ion of a preconditio n process itself is a data-

directed response to certain types of primit ive blackboard modifications made by

other KS processes.
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2 Hayes-Roth & Lesser

instantiation is then schematized [SF ~~> RF), reflecting the fact that the RF data

pattern is produced in response to the dote rn~inat i ori that the SF matches the rule’s
precondition. Because of the complexit y of KS processing, a precise definition of the

RF cann ot be calculated direct ly from the SF without actually execut ing the KS.

However , a non-procedural abstraction of each KS is used to estimate the RF directl y
from the SF. This abstract ion specifies the ~yj~ of changes that may be made (e.g., the

addition of a new hypothesis or new link , the modification of a hypothesis ’s validity)

and their locati on relative to the SF (i.e., time interval and level of interpretati on).

Subsequent discussions of RFs refer to the approximatio ns derived from such
abstractions.

As is well known in speech understanding resea rch (Reddy, 1976), each KS is

imperfec t. At any level of analys is , a very large number of errors may be introduced,

including misc lassif icat lon s , failures to recognize , and Inappropriate “don’t care ”

responses to trul y significant portions of the utte rance. The common approach in

speech understanding research is to construct systems that can recognize utterances

in spite of such errors by evaluating simu ltaneous l y many weakl y supported

alternative interpretations of the speech. A practical consequence of this parallel

evaluati on of numerous alte rnatives is that , at any point n time , a grea t number of KS

app l ications are warranted by the existence of hypothesized interpretations matching
the various KS preconditions. One objective of at tent iona l control is to schedule the
numerous potential activit ies of the KSs to prevent the intractable combi natorial

explosion that would inevitabl y result from an unconstra ined app lication of KSs. More

specifica ll y, the focus of attention problem is to minimIze the t otal number of KS

executi ons (Or total processing time ) necessary to achieve an arbitrari l y low rate of

err or in the semantic interpretation of utterances.

We believe that most of the issues relating to attentiona cont rol in Hearsay— Il

will als o arise in other large-scale knowledge-based syste ms operating in errorful

domains (whore errors arise f rom imperfect KSs or incomplete or inaccurate data).

• Only the dimensions of the problem space (level of linguistic abstract ion and time , ri

the speech domain ) a r e  likel y to vary across problem domains. Many poorl y

understo od problems appar entl y require the use of nu~l ple , diverse sources of

knowledge that can coo perate or compete in at tem pts to achieve a solution. As a

result , the problems and approaches considered in thi s paper should be relevant to a

wide vari e ty of corr pl~ x systems.

Focus of attention ri other speech systems ~‘r-p~oying d iverse , c ooperat ing KSs

(Reddy, et al., 1973; Pa~ton and Robinson , 1975; Woods , i974 ) is based on ex pli cit
F.
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Hayes-Roth & Lesser 3

control strategies. These strategies utilize a centralized focusing module that applies a
set of speech-specific rules for two purposes: (1) to call a pre~efined sequence of

knowledge sources to rate an hypothesized phrase (a partial interpretation of the
utte rance); and (2) to choose one of the many alternative hypothesized phrases of the

utterance to evaluate further. An explicit control strategy of this sort is inappropriate

in the HSII framework , because it destr oys the data-directed nature and modularity of

KS activity. In the HSII system , KSs can be removed or added and can have their input
arid output characteristics changed without affecting other KSs in the system.

However, a more fundamental argument against explicit control strategies for systems
with a large number of diverse sources of knowledge is that an explicit strategy

depends upon built-in knowledge about the specific characterist ics of KSs. The explicit
sequential logic necessary to produce appropr iate interactions among KSs in all

possible conditions is very difficult to predetermine and code.

The approach taken in HSII toward the focus of attention problem does not rel y
upon exp licit (pre-compiled) informati on about the t ypes and characteristics of KSs
currently contained in the system. The resulting focusing mechanism is more general
and robust , rely ing more on task-independent fc~.using strategies than on speech-

specific ones. This mechanism permits KSs , howe”er, to contribute speech-specif ic
f ocusing information through modifications to the blackboard. In this way, speech-
specific f ocusing information can be exploited without destroy ing the modularity of the
HS][ system or the data-directed nature of its knowledge source control.

The remainder of this paper is divided into five sections. In the next section , a
number of princi ples are proposed to accomplish ef fect ive focusing, and related
processing control mechanisms are described. Subsequentl y, in the secti on on
“Additional Mechanisms for Precise Focusing,” f ocusing objectives are discussed , and
re lated mechanisms for their attainme nt are presented. The section on “Alte rnative
Policies for Focus of Attention ” describes how these techni ques permit exper imentation
with a variet y of attentiona l control polIcies , such as purel y bottom-up, purely top-

down, and hybrid anal yses. The subsequent section presents experimental results
showing that the proposed focusing principles are effect ive in the Hearsay- Il system.
Conclusions and directions for future research are discussed in the last section.

FUNDAMEN TIlL PRINCIPLES AND MECHANiSMS

One can view the focusing problem as a complex resource allocation problem.

‘1
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4 Hayes-Roth & Lesser

For example , consider the expenditure of money on alternative types of information

useful in locating oil. The al te rnat ive information sources including seismo log ists ,
geologists , drilling teams , and satel l i te rec onnaissance , are the KSs for the task. Each
produces its response data only with si gnificant cost arid with a substantial probability
of error , and there are sequencing constraints requiring some KSs to delay their

processing until other KSs terminate and particular findings are obtained. How should

one invest in their potential contributions? Five fundamental princi ples hav e been
identified for the control of processIng in such tasks , arid these are l isted below. Each
of these princip les is used to def ine a separate measure for evaluating the importance
that should be attached to each KS invocation not yet executed. These measures
associated with each KS invocation are not necessarily consta nt for the lifetime of the
invocation but may need to be recalculat ed dynamicall y as the state of the blackboard
changes in the general vicinity of KS’s stimu lus and response frames. A function based
on these measures is then used to assi gn a priority to each KS instantiation.

(1) The competit ion princ iple: the best of several local al ternat ives should be
performed f i r s t .  This principle governs the ordering of severa l behavioral options
which are compet it ive in the sense that some definite outcome of one obviates the
others . For example , consider the problem of determi ning whether oil exists at site A
and suppose that the functions of a geolog ist and seismologist are substitutable v is-a-
vis this objective. If either the seismolog ist or geologist has a lready performed and
positivel y indicated the presence or absence of oi’ , that result obviates empioying the
other scientist to pe rfo l-m an equival ent function . In this sense , it can he said that the
previous result cori~petes wi th the yet- to-be-perform ed al ternat ive;  that is , the former
response is at a higher level of anal ys is in the same ar ea of the problem space as is
the alternative pending action. However , if oil on s ite B can be determined only by 

V

seismo logical technique s , hiring a geologist f or site A does riot compete with hiring a
seismologist for s ite 13, according to t h s  princ ip le. In the context of speech
understanding, competit ion is exemp lif ied by two ait er nat ive hypotheses at the same
level of interpretation (e.g., two di f ferent w ord hypotheses ) span n’ ig overlapp ing time
intervals . Two KSs proposed to Operate upon these hypotheses are (locall y)

competit ive.

(2) The vahd~~ princip le: KSs operat ing on the most vahd dat a should be
• executed f i r ; t .  This princ ip lc sa ,s that , e v e r y th ing else con s tant , one KS invocat ion

should be preferred to another if the former is working on more c redible data. Where
the previous pri’ ic pIe could he inter preted as a local best—f i rs t  search st rategy,  t h is
principle is tantamount to a global best- f i rst  execution of alternatives. For example ,

F.
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consider the case where preliminary seismolog ical readings were taken at two
d i f ferent s i tes , and on the basis of these readings one of the sites was much more
likely to contain oil. The validit y principle dictates that further exploration should occur
f irst at the site which is more promising based on the preliminary indications.
Similarly, in the speech domain, various KSs will be instantiated to contribute to the
interpretation of specific data patterns on the blackboard. Each hypothesis in a SF wi ll

contain a validit y rating derived from the validit ies and implications of hypotheses
linke d to it. Thus, this princip le imp lies that KSs invoked to work on the most valid SFs

are most preferred , Once these t(Ss have performed , the hypotheses in their

responses will also be rated for validity and w il l, in general , derive their validity

directly fr om the hypotheses in the SF. By preferr ing KS invocations with the most

credible SFs, the system maximizes the expected validity of its responses.

(3) The significance principle: those KSs whose RFs are most important should

~~ executed ~~~ This principla aims at insuring that when a variety of behaviors can

be performed , the most important are done first. For example , while filing a claim on

land and drilling are both necessary prerequisites f or successful comp letion of an oil

hunt, at the outset of prospecting the former is the more important and should be

done first. As an example in the speech domain , a situation mi ght arise where a

sequence of phones could be either recognized as a w ord or subjected to anal ysis for

coarticulation effects. The f irst of these two actions is more important and, on a pri ori

grounds , should be performed fir st.  One heuristic ri the speech understanding domain
f or defining significance is to give preference to KS i nvocations operating at the

highest levels of anal ysis within any portion of the utte ranc e (closest to a comp lete

interpretation) . A more general statement of this heuristic is that preference should

be given to th.. KS invocation whose RF can potentially produce a result whic h is

closest (in terms of level of interpretation ) to the overa ll goal of the problem solver.

(4) The ef f ic iency principle: those 
~~ 

which perf orm most reliably ~~~
inexpensively should be executed f i rs t .  Obviously, if one geologist is more reliable

than another and the two charge the same for their services , the former should be
preferred. Conversely, of two equally reliable geologist s , one should prefer the less

expensive. SimIlarl y, in the speech domain , some KS applications are more efficie nt

than others and should be preferred , As an exampl e , a bottom-up w ord hypothesizer

is f ound to be more accurate tha n a syntactic top-down hypothesizer at generating

w ord hypotheses at the initia l and final positions of the utterance. Every thing else

equal , when both of these KSs have been invoked to generate new word hypothesee .

the bottom-up hypothesizer should be executed first.
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6 Hayes-Roth & Lesser

(5) ifl~. gQ~j  sat is fact ion p r ’ ~ypi~ ~~~~ ~~~~~~ whose responses are most ~~~~
t o sat is f y  processinz g~ ils should ~~~~. executed f i r s t. 1 The oil hunt managers might
establish a goal of determining the depth of water at site A. This would induce 

V

additional preference for those agents (e.g., the seis mo logists arid drillers) whose
ordinary activit ies could concomitantl y satisf y this additional goal . In the speech
domain , similar circumstances arise. As an example , a goal might be established to

generate new word hypotheses in a particular time reg ion of the utterance. A KS
whose RF satisfies this goal is preferred. The desire for a specific type of processing

is specified in HSII by establishing a goal on the blackboard representing the time and

level of the desired hypotheses. KS iristantiati ons whose RFs match the objectives
specified in the goal are made more desirable. More generall y, KS invocations may be
evalwited as more or less likely to help satisf y each specif ic goal . The higher the
probabilit y that a K S invocation will contribute to the sat isfact ion of a goal and the
greater the utility of the goal , the more desirable its execution becomes. Through this
mechanism of adding goals to the blackboard , a f ocusing policy KS can introduce
dynamic , task specif ic focusing rules into the scheduling algorithm. Because KS activi t y
is data-directed , this KS (as all other s) executes only when the data patterns indicating V

the need for a specific focusing action are detected.

The preceding five princip les prov ide the theoretical foundation for our
attentional control system. A number of sophist cated control mechanisms have been
created to convert these principles into operational focusing policies. These
mechanisms are discussed in the remainder of this section.

In order to evaluate the preferabil i ty of one KS invocation vis-a -vis the others ,
the five control princip les require a number of order ing relationships to hold. In

overv iew , the major operational princip le for focusi ng is to schedule for earliest
execution the most desirable KS invocation according to the fiv e rules provided. The
focusi ng mechanism first evaluates the desirab i l i ty of each KS invocation as a measure
of the degree to which it sat isf ies the various objectives of the system and then
executes the most desirable f i r s t  (with an approp riate generalization for executing
several KSs simu ltaneousl y ri a multi processi ng system ) . Thus , the maj or subp roblem
in the construction of a focu ser is the estimation of a KS invocation ’s des irabil i ty. How
this desirabil ity is computed wil l now be described.

Each KS invocation is character ized by a number of attributes. Its SF has a

1 At f i r s t  glance , the signi f icance arid goa l sat is fact ion p~~~< pies appear s im lar .
However , the key cl ife renc e be tweo n them is t sa t  the f o rmer ref lects a st a t ic (a
priori > view of i’~p o r t 7 i i e  ~~ t-i i c  t r~~ L a t te r  re lle~~s a dynamic view based on the
current state of processi ng.

~~~~~~~~~~~~ ~~~~~~ ~~~~ I ..
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credibility va lue (between -100 and +100) estimating the likelihood that the detected
pat tern of hypotheses and links is val id and satisf ie s the KS’s precondition (negative
values imply evidence against this possibility). The credibility value of a SF is
determined as a function of the validity ratings on each of the hypotheses in the SF.
As previously indicated , these ratings themselves are determined from the strengths of
imp lications on links , the original probabilities assigned to each of the acoustic segment

labels provided as input (i.e., the lowest-level hypotheses on the blackboard), end the

derived validity ratings of intermediate level hypotheses. In our current

implementa t ion, the credibility of the SF of a KS insta -t i at on is taken to be the
average of the validit y ratings (ranging from -100 to +100) of the hypotheses in the
SF wei ghted by the number of sy llabl es in each. (The nunther of sy llables seems t o be
a good measure of the inf ormation content of speech hypotheses ) . 1

Each KS invocation can be viewed as a transformation of the SF into the RF.
Associated with the KS invocaf ion then is the est imated level(s) (e.g., phone t ic , lexical ,
phrasal), the estimated va lidit y, and the est imated time (i V e . ,  location and duration > of
the potential RE hypotheses. Each of these estimated va lues contributes to an
appraisal of the significance and probable correctness of the RF to be produced by the

KS.

The object ives of the va l id ity,  si t~n if icance arid ef f ic iency princip les can be
achieved if the desirabil ity of a KS invocation is compute d by an increasing function of
the credibility of its SF , the estimated level , durat ion , and validity of RE hypotheses ,
arid the estimated reliabilit y of th e KS (to produce correct RFs of the forni it

anticipates ) . The objective of the validit y princi ple , to operate on the most va lid data
f i rst , is accomplished by making desir ability an increasing function of the cred bility of
the SF. The objective of the significance principle , to perform the most s ignificant
behaviors f i rst , is achieved by making desirabilit y an increas ing function of the level
and duration of RF hypotheses. Since hypotheses closest to complete interpretations
will be at the highest level and span the entire duration of the utterance , actions
expected to produce or support such hypotheses will be mo~.t preferred. The
object ive of the eff ic iency princip le, to prefer KSs which perform best , is achieved by
making desirabili ty an increasi ng functi on of the amount of uncer ta i t y a KS reauces
per unit “cost ” (execution time ).

V These objectives are imple mented by com puting the expected of the RE as

1 The scheduling of precondition processes is integrated into the same f ramework
encompassing KSs. The cre d ibi l ity of a precondition is taken to be the maximum

~ validit y rating of all hypotheses belonging to its monitored set of relevant new or
changed hypotheses.

$
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follows ; Each KS module pruvi ucs l i e  ~ys i~~ii  w i i t i  no -  -~~ ocedura l speci fications of its

expected c ost-effect iveness (goodness) and a priori significance (pr iori t y > as well as
the temporal vicinity, duration , and level of its RE relative to the ass ociated SF. Given
these specifications , the ex pected .RE.value f or a KS instantiation is determined by the
following formu la.

expected. RF.value SF.validity * ((1 + duration *

d u rat io nVw ei~ ht)/ ( 1 +durati on.weight)) * goodness *
(lovol/maxVlev&)

where:

SF.validity is the c red bil it y of the SF (the average validity of
the SF hypotheses weighted by their durations in
sy i1 a bI 25);

duration is the expected dura tion in sy Hables of the RE,
c omputed from the SF and the non-prccedura l

spec i f i ca t i ons;

goodness i s  the est ima ted cost-ef fect iveness of the KS
(between 0 arid 1);

level is the e~pected level of the RE computed from the SF

and the non-procedural action speci f icat ions (where

the segmental level , the lowest , is I and the ohrasa l
level , the hig hest , is 10);

maxV lev el is  the highest possible Level (10);

and du rat lO n V w eig~~ is an emp ir ical l y tuned control

par a n’ e t e r.

To understand how the other ob ject ives , deferr ~~g obviated behaviors

(competit ion ) and goal-directed scheduling, are achieved in the syste m , i t is necessary

to introduce a nuriil~or of addi t ional concepts. The mechanisms required to
ope rat ional izo the desired ef fects of competit ion wil l be cons idered first.

V The f i r s t  object ive of the fo cu ser is to insure t hat the understanding system
rnovcs quickly to a con iplete interpretat ion of a spoken ut te rance and, in particular ,
avoids apparent l y unnecessary computation. Specif ica l ly,  f any KS invocation is

expected t o produce a RE in the same time interval as an existing, higher-level , Longer

As ex p lained below , two distinc t concept ions of loca l competit ion were exp lored in
our work , word - spec i f i c  arid phrase -s pec i f i c  car  pat t ion The respecti ve values of
the control  parai cle r for each of these cases will be detai led in the next sect ion

when the c omp lete f ormula fo r KS desirabi ~ity is .cp oC~ i~ d

~ 
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(in duration), arid more cred ible hypothesis , its activity is potentiall y useless. It is
therefore less preferred than the action of a KS expected to produce higher-level,
moro extensive , and more credible interpretations of the utterance than currently
exist. In order to compute this preference , HSII uses a statistic called the 

~~~~ 
of the

- 
blackboard; this is a single-valued funct ion of each time value, from the beginning of an
utterance to its end. The state ~ t) for some point (time) t in the utterance is , roughly,
the maximum of the values V(h) of all hypotheses representing interpretations
containing the point t. The value V(h) of an hypothesis h is an increasing function of
its level, duration, and validit y and, in particular , is computed by the same formula used
f or the value of an RE. Thus , the highest possible value for an hypothesis would be
that associated with the hypo thesis representing a complete parse of the entire
utterance with a validity rating of ÷100 (the maximum). To the extent that the
utterance is partiall y interpreted in some interval [U, t2 ), the state S(t) will be high in
this reg ion. Thus , S(t) provides a sing le metric for evaluating the curren t success of
the understanding process over each area of the utterance. From a more general
viewpoint , the metric V (h) indicates how close a hypothesis h is to the desired overall
goal state , the me tric S measures both what aspect of the overall goal has been solved
(e.g., in the case of speech , what time interval) and how g~Q~ the solution is (e.g., in
the case of speech , the validit y of the hypothesis and how close in terms of level of
abstract ion it is to the sentential phrase).

5(t) can be employed to decide whether a prospective action is likely to improve
the current sta te of understanding. If the estimated value V(h) of a RF hypothesis h
exceeds S(t ) anywhere in the corresponding interval , the KS invocation should be
considered very desirable; otherwise it should be inhibited by the existing, more
valuable , competitive hypotheses. This is how the objective of the compet ition
princip le is accomplished. In addition to its dependence upon the variables already

V considered , the desirab il it y of a KS invocation is made to be an increasing function of
the ratio of the estimated value of the RF to the current state S(t ) (where S(t) is taken
to be the minimum over the interval corresponding to the time location of the RE). In
this way, preference is given to KS invocations expected to impro ve the current state
of understanding.

One can th ink of S(t ) as defining a surface whose heig ht ref lects the degree of

• problem solution in each area. In this conception , operations yielding results below
the surface are undesirable (unnecessary ) and those raising the surface most are
preferred. The relat ive desirabi l it ies of various actions are Ilustrated in Figure 1.

Two dist inct notions of competition have been exp lored in our research.  They

F.

- V — .  •~V~ •fl
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10 Hayes-Roth & Lesser

correspond to simp le implementation v a r i a n t s  of the current state function S(t) , but
acc omplish somewhat different obje ctives. In phrase- s pecif ic compet ition , S(t )
represents the maximum value of all phrasa l hypotheses spanning time t. Because
each phrase hypothesis corresponds to a gramm atical sequence of words and is at a
higher level than any single word , the highest valued phrase is likel y t o represent the
best hypothesis yet generated. Thus, inhibiting KS insta ritiations whose RFs are
lower-valued than the best phrase hypothesis in their areas is tantamount to pursuing
a depth-first search for an interpretation . That is , once any sequence of words is
found that is valued significantl y higher than all current phrase hypotheses , the f ocus
of attenti on al gorithm will prefer to attempt to extend this phrase than t o extend other
shorter , lower- rated alternatives in the same area. As long as word hypotheses can
be generated to extend this hypo thesis , the value of the new and longer sequences
wilt tend to increase , and lower-valued pending KS instantiat ions will be increasingl y
inhibited. Thus , phrase-specif ic competition encourages parallel searches only in non-
overlapping time regions. As a consequence , phrase-specific competition should be
expected to produce some correct  interpretat ions very quickl y but , on the other hand,
it may cause many corred sen tence interpretations to be missed before the available
time or space is exhausted. 1 How desi rable such depth-f ir st processing is will depend
completel y on the performance character ist ics of the KSs available. Related empirical
results are reported below.

The second type of competition that has been explored is word-speci f ic.  In this
case , S(t ) represents the highest value of any word hypothesis (spanning time t) that is
incorporated into any grammatical sequence. Thus , an expected RE is better (or
worse )  than S(t ) to the extent that it incorporates words that are better (or worse )
than those already supporting soni C phrasa i hypotheses. The result of this
implementation of S(t ) is to explore more combinations of words into phrases , unless
some phrase can he found that essentiall y incorporates a l  of the best avai lable word
hypotheses. Because the relative validit y ratings of w ords are far from perfect (e.g., a
c orrect  hypothesis receives , on average , the f i f t h  best rating in a 1000-word
vocabulary ) , word-specif ic state values should be more conservative and robust.

1 To amplif y some of the negative at tr ibu tes of this s t ra te g y,  c onsider the case where
two KS in 5t a nt i?t on~ atte m pt ing to extend p r r  ases having appr oximate l y equal

V V 

cre dibil i t y and iy ng in the s a m e tim e area . Suppose one of the KSs is chosen to be
executed arid produces r~u t p i e  phrasa l ex te r is ons Since these new phrases have
longer dura tions , KSs w i c h :~~~ to o pe rate on t hpm wo~~d co m pete with and delay the

r ’ainin~ O i ~~~ir 1 ,.ii I<S n$ . ?a ~~ti~~t ; Ori . Quite possibl y, th is flV~~~~~V p reV ,~eCt that KS from

evcr being ex ec a t e c i  A p r c s b c approach fo r n~ c~ co n rig tri ic problem and thereby
increasing the t ) r r a t t  h i~~ 

V,ea rc li IS t o sc~,e~ 1 a ~o~;c~ her cOmpet t ive KSs having

s im ilar priori t ies rath e r  l , n reeva l uating KS ap~~r~ b, l - t ~~s a ter each KS e~erution .

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ; _ T .~~T ~~~~~~~~ T V I V ~~~~~~~~~
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Hayes-Roth & Lesser 11

Usually, this implementation will produce a breadth-first search of alternatives. Only
when many of the correct words are rated highest does it produce the fast and direct
search behavior that phrase-specific competition attem pts.

The last objective to be operationa lized is that of the g
~~

j satisfac tion principle.

In general, a goal may specif y that particular types of hypotheses are to be created
(e.g., create word hypotheses between times t0 and t 1) or exis ting hypotheses
modified in desired ways (e.g., attempt to reject the hypothesized word “no” between

and t 4 by es tablishing disconfirm ing relationships between it and the acoustic data).
Two types of adjustments are made to the desirability ratings of KS invocations based
on their relationships to such goals. The first case arises when there is direct ~~~
~~tisfa cti o~ meaning that a KS invocation is a possible candidate for solving a goal
because its RF matches the desired attributes of the goal. In this case , the desirability
of the KS invocation is increased by an amount proportional to the utility of the goal
(the importance associated with the goal when it is created ) .

The second type of effect is the result of indirect ~~~ 
sat is fact ion.  In this case ,

a KS invocation does not direct ly satisfy a goal but apparentl y increases the
probability that it will be satisfied by producing some partial result useful for the
achievement of the main goal . Two types of indirect goa l-satisf y ing actions can be
identified. First , there is gQ~[ reduct ion: a KS invocation generates subgoals whose
solution(s) will entail sat isfact ion of the orig inal goal. For example , as the result of
recognizing the sequence “The (gap) dog,” the system mig ht establish a goal f or the
rec ognition of an adjective between the two recognized words to rep lace the gap in

understanding. Subsequently, some KS might establis h several disju nctive subgoals
rela ted to this one, such as goals f or recognizing the wo rds “shaggy,” “cute ,” “sleepy,”
etc. Because the satisfaction of any one of these would constitute sat isfact ion of the

orig inal objective , the KS invocation indirectl y satisf ies the orig inal goal. Its
desirability is less than that of a KS invocat ion directl y sat isty ing the same goal but
may be more than that of other KSs.

The second type of indirect goal sat isfact ion occu rs when a KS invocation

appr oaches a goal by producing a RE which is close to the goal but does not quite

sat is fy  it. For examp le , in the context of the preceding “adjective ” goal , a general
increase in the activi ty of knowledge sources which generate and improve phone

V hypotheses , sy llable hypotheses , arid phrasa l hypotheses in the area of interest will be
more or less proximate to the desired response. Since each KS is schematized as a
rule of the form [precondition => response] , a means-ends ana lysis can be performed
to estimate the probabilit y that some KS invocation will produce a response

~
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contributing to the ult imate solution of a goal . The more closel y its RE approaches the
desired goal, the higher is the probabilit y that execution of a KS invocation will
contribute to the goal’s ult imate satisfaction and the greater the desi rability of the KS
instantiat ion. 1

In summary , the desirability of a KS invocation is defined to be an increasing
function of the following variables: the estimated value of its RE (an increasing
function of the reliability of the KS and the estimated level, durati on, and credibility of
the hypotheses to be created or supported); the ratio of the estimated RE value to the
minimum current state in the time reg ion of the RE; and the probability that the KS
invocation will directl y satisf y or indirectly contribute to the satisfaction of a goal and
the utility of the potentiall y satisf ied goal. Scheduling KS invocations according to
their desirabi l itiec therefore accompl ishes the objectives established by the preceding
five basic principles. However , there are some inadequacies of such a basic attentional
control mechanism; these are cons idered in the next section. Subsequentl y, the
comp lete desirability formula is presented.

AD DITIONAl. 1I~ECHAN ISMS FOR PRECISE FOCUSING

Basicall y, while the five fundamental princip les appear correct and universally
app licable , they do not provide the precise focus contro l necessary to handle certain
issues. Three additi onal issues are now introduced and the control mechanisms used
to handle these are discu ssed. The top ics cons dered include dynamically modifiable
recognition and output generatio n thresholds on KS log ic; an implicit goal state
(approximatel y the inverse of the current state S(t)) t hat can be used to determine the
desired balance between depth-f ir st and breadth-f irst approaches to the
understanding pr oblem; and methods for avoiding “false peaks ” or “cognit ive fixedness ”
in the recognition process.

Nearl y all KS behavior can be separated into two components: a pattern

V 
recogniti on component and an output generation component. For examp le , a word

hypothesizer may look for patterns of phones (pattern recogriit ion i in order to
produce a new word hypothes is (output generation ) . Both components Operate in

1 This design for the goal sat is fact ion princip le was not completel y imp lemented , and
the empirical results to be presented later are not based on a system that used
exp licit goals as a focusing mechanism . Instead a d if ferent mechan ism , called
thrcshold control was used to mpl~ ment speech-specif ic control strategies. This
threshold control mechanism W i l l  be discussed in the next section.
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S

fuzzy, errorfu l ways. In the pattern recognition component , the KS must accept partial
(inc omplete) and inexact matches of its templates , because that is the nature of speech
recognition. Conversely , the word hypotheses it generates are necessaril y
probabilistic. The probable correctness of its hypotheses are reflected by val idity
ratings or implication weig hts on its outputs. Threshotding occurs in such processes in
tw o ways. First , the degree of fuzziness tolerated in pattern matching is arbitrarily
set to some moderate criterion to prevent an intractably large number of apparent
matches. Second, the strengths of the output responses are measured against some
threshold to insure that only sufficien tl y credible responses are produced. The
credibilit y of the response may depend not Onl y upon the credibility of the stimulus
frame but also upon the type of inference method used to generate a response. For
example , the word recognizer might employ a distance metric f or recognition and
classif ication , in which case the credibility of the output word is a decreasing functi on
of the distance between the stimulus phones and the phones of the most similar word
temp late. Responses which are too weak vis-a-vis this second threshold are held in
abeyance rather than being produced or f orgotten.

Now the general scheme of th~ robust overall policy that is emp loyed can be
sketched. At the beginning of an analysis , relativel y high thresholds are specified for
pa ttern matching goodness and output goodness. Processing c ontinues based on the
other scheduling princi ples until thresholds are changed (discussed bel ow). When a
threshold change occurs , t niay be specific to certain level s or time regions of REs or
to the types of KSs used to produce them. As an example , if all of the utterance were
correctly interpreted except the f i rst  word , we would set very low thresholds f or
behavior f or all KSs in the beginnirig portion of the utterance. Our current policy, in

specific , successivel y low rrs bottom-up word hypothesization thresholds in areas
whore only poorl y rated w ords have been hypothesize d until either “enough good”
hypotheses or “too many ” hypotheses are generated in each time interval .
Specifically, thresholds are lowered ri each area until either all words in the fourth-
highest equivalentl y val id i ty-rated set of words have been hypothesized or more than
20 words are generated bottom-up. No other dynamic thresholding is currentl y
performed.

Where dynamically modifiable pattern match arid out put goodness thresholds are
not used, the KSs necessaril y embody numerous parameters whose va lues are
determined at the Outset f or all problem tasks. For this reason , these KSs are

V probably very sensitive to the particular values chosen . Unf ortunatel y, as a pract ical
issue , not all KSs were developed incorporating the logical decom position necessa ry to

-
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accomp lish dynamic threshold ing. As a general approach , however , dynamic
thresholding insures that each of the KSs can be encouraged to perform more work in
any area of the blackboard by simpl y lowering tw o general sorts of control variables.
This is seen as a fundamentall y important control princi ple relating to the
c ontrollabilit y of the generative aspe ct of KSs ~~ se rather than to their c omparat ive
expected responses.

The sec ond additional concept embodied in the focuser is the implicit ~~~ ~j~~e
1(t). It is only a slight oversimplif ication to think of 1(t) as the arithmetic inverse of the
current state 9(t). To the extent that S(t ) is large (representing that the portion of the
utterance adjacent to t has been hi ghl y success full y anal yzed), 1(t) will be small. A

small 1(t) value means that there is little to be gained by trying to improve the
understanding around t. Conversel y, a large 1(t) means that the portion of the
utterance in the neighborhood of t greatl y needs additional anal ysis . As a result , one
mig ht suppose that KSs operating in that reg ion should be c onceived as satisf y ing an
implicit goal of raising the level of understanding (the surface of the cur rent state S(t ))
wherever it is lowest. In fact , the best role for the imp licit goal state is probabl y as a

weak contributor to the desirabi lit y of a KS invocatio n. It remai ns an empir ical
question whether t is better to wOrk in the regions of the highest peaks in S(t )
(de pth-f i r s t )  or more evenl y throughout the entire ut terance (breadth- f i rs t ) .  A lthough
an optimal strategy is not known, it i~ clear that in com puting the desirabilit y of a KS
invocation , the estimated value of the RE and the rat io of the RE value to the mnmu m
of S(t ) in the same region are two contributing factors whose relat ive we ightings ca n
be exper imenta l l y m a n ipulated to achieve exact l y the des ired ba ;ance between depth-
f i r s t  and breadth-f i rst .

As is well known in problem solving and search parad igms , there is a constant
danger of getting trapped on “false peaks ,” as when one bases actions on the apparent
correctness of highly rated but ult imatel y incorrect inte rpretat i ons. A number of the
preceding focusing principles have been formulated to insure that processing in the
reg ion of highly valued hypotheses s faci l i tated at the expen se of other potential
actions. A co nseque nce of th is paradigm is that the focuser must take precautions to
prevent the “cognitive fixedness ” resulting from a fai lure to abandon dead end paths.
Such precaution is achieved in a simp le manner. The hig hest peak in understanding at
any point t in the utterance correspond s to the hg hest-va lued hy pc ithesss in that
region , and its va lue is just S(t) . Thus , stagnat i on of the understandi ng process ri a

V V region can be detected whenever S(t ) fa ik to increa se fo r a prolonged time. This is

implemented by periodicall y updating 1(t) whenever the h ghest-va lued hypothesis
r
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supporting S(t) has not been superseded by a higher-valued hypothesis (in both word-
and phrase-sp ecific cases ) or , in the case of word-spec fic competition onl y, whenever
the highest-rated word hypothesis has not been incorporated into a new higher-valued
phrase. While preference should still be given to tne execution of KS invocations

• working on the surface of S(t) and promising to increase its value , the focuser must
conclude that other KS invocations should now become more desirable than they
previousl y seemed, because they at least may improve the anal ysis in the stagnant
area. This is acc omplished by increasing the imp licit goal state 1(t) whenever S(t) is
stagnant f or a specified length of time. As a result of increasing 1(t), KS invocations
operating near the surface of S(t) and previousl y viewed as marginall y desirable
become sufficiently desirable to be executed. If any one of them succeeds in
increasing S(t), 1(t) is promptl y reset to be the inverse of S(t). However , each time S(t )
stagnates for the specified duration , 1(t) is again increased. The ef fect  of stagnation of
S(t) over the execution of n instantiations is to increase 1(t) by 4 * n * (n-i). This
f ormula is desi gned to penalize S(t ) geometrically as stagnation persists. Thus , fa lse

peaks are avoided by actually recognizing the behavioral characteristics of cognitive
fixedness: as long as the degree of its understanding remains stagnant , the

desirability of the competing KS alternatives , which previously appeared to be
suboptima l in the area of stagnation , is continuall y increased. This modification of 1(t)
due to stagnati on continues until a complete sentence is found that spans the entire
utterance and has a minimall y acceptable credibil it y. After this event , 1(t) is not
permitted to exceed its current value. If a new , comp lete , more highly rated parse is
f ound, the current 1(t) becomes the new upper bound.’ V

It is now possible to specif y the complete desirability calculati on used by the V

sche duler. The desirabilit y of a KS instantiation is calculated in terms of (1)
instantiati on char acterist cs (i .e., its invocation pri ority, SF.validit y, and

expected.RF.value), (2) the current state of processing (i.e., S(t ) arid 1(t)) , and (3> V

empirically tuned parameter s (I C., RF.mult , RE.to.S. riult , goal.reduct ion.mutt , and
goal.mult) . These para m eters contr ol the relative prio r it es given to the valid it y,

si gnificance , competi t ion and goal sat is fact ion fa cto rs In order to improve
comprehensibility, S O n I C  houndary-v~lue conditions requiring special treatment have
been omitted from the formulae:

1 In order to update a KS’ s prio rit y as a functi on of the cu’ rent state of processing,
V 

the scheduler c ontains data structures which link wait ing KS instantiati ons to the 1(t)
and the blackb oard. For each time interval a set is maintained containing the name
of each KS who se R is in that interval . In addit~on, one set is maintained for each

r
hypothesi s ; this set contai ns the name of each KS whose SE includes this
hypothesis. This latter data structure faci l i tates recalculating a KS’s priority when
the credibility of its SF changes

,‘—
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desirabilit y REf actor + ratio.RF.to.S + amount.go.lVreduction +

goal factor + invocation.priority;
where:

RF,validi( y ~
-. (if S(t ) is word-specific then SF.va lidity else

expected.RF.value);

current.state ~- mm value of 5(t), appr opriately reduced by
stagnation , over time interval of RE;

distance.to.goal max possi ble value of S(t ) - current.state ;

implici t.goal .- max value of 1(t) over time interval of RE;

RF.f actor ~ ex pect e dV RF.value 1 
* RF.mult / 100;

ra t io VRF.t o VS (RF.va lidily / current .state ) * RF.to.S.mult;

amount.geal.reduction ((RE.validity - current.state > /
distance.to.goa l) * goa lV reduction.mi~

goal.fact or .- imp licit.goa l * goal.mult;

The emp iricall y tuned multipliers RE.mult , RF.to. S.mult , goal V reduct ion. mult , and

goal.mult are set to 4, 10, 10, 5 and 4, 3, 15, 2, respectivel y, in the word-specif ic and

phrase-specific schemes. The dif ferent settings for these multipliers help to normali ze
the values of RE.val idit y and S(t ) which in the word-specif ic case are generally much
larger and at the same time closer together than in the phrase- s pec if ic case. In both 

V

schemes , the setting are designed to give most importance to the RF.factor which is a
measure of significance , less importa nce to the rat io.RE.to. S w hich is a measure of
competit ion , and lowest and approxin~a t e y  equal importance to the
amount.goal V reduction and g oalV (act o r which are meas u res of goal s a t i s f ac t i o n .

1 The control para meter durat on .weight used to co rnnu~e t ne e~ pected . PE . v a lu e  is set

to 1 and 0.5 in the word-spec if ic and phrase-specif ic schemes , res pectively. These

sett ings are somewhat suprising since the word-spec if ic scheme , w hich supposedl y

r is a more breadth-f ir s t strategy than the phrase-s pecif ic scheme , uses a higher

weighting f or duration. However , ri the ca lculat ion of d o s i r a b I t y ri ~ne word-

specif ic case the only use of duration 5 in the ex pect ed. RF .va~i~e. because RE V va l i d ity

and S(t) are not fu nct ions of duration in t h s  ca s e. Thus , the higrier weighting for

duration is just a way of sl ightly biasing the dcs~~~i iity c alculation for a ionger

durat i on RE whereas in the phrase-s pecif ic case du ration plays an rrpo-t ant role in

each of the fact ors contribut ing to the des m ra bV ty alc u at On.
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ALTE RNAT1\’ I~ POLtCI~S FOR FOCUS OF ATTENTION 
V

Up to this point , general princi ples for focusing and meclianisnis to achieve the
realization of these principles have boon described. However , a wide varie ty of

• policies can be superimp osed upon these mechanisms to effect various , specific , global

search strategies for speech understanding. This flexibility is considered one of the
outstanding virtues of the focuser desi gn since it affords the possibility for empirical
evaluation of alternative focus of attention policies. In this section , a number of these
policies are identified, and it is shown how each of these can be easil y effected within -:

our system. Each policy can be implemented by one or more specific policy modules , a

KS-like program that is activated whenever specific conditions of interest are detected.
This will he clarif ied by the examp les below.

Consider the policy dictati ng that , whenever possible , understanding is t o
proceed bottom—up, from the ac oustic segments to the phrasa l level. Such a policy
would be ef fected as follows: at the outset , the policy module would set a goal with
infinite positive utility for RFs at the lowest level and a goal with infinite negative V

utility f or RFs at higher levels. When the system became quiescent 1, the policy module
would be reinv oked by the system. Its response would be to modify the goals so that
processing at the two lowest levels w ould be facil i tated and all others inhibited. This
process would continue until the highest level was facil i tated. At any particular point V

in the analysis , processing would be restr icte d to several of the lowest levels and
would move upward one level at a time as all potential activity at a lower level had
been completed. Similaril y, a purel y t op-down analysis could be controlled in the same
way, substituting “highest” for “lowest ,” etc.

Under ordinary circumstances , using only the mechanisms detailed in the

previous sections , a hybrid anal ysis will occur. Wh~le genera ll y higher desirabi lities
are ass ociated with RFs at the highest levels , sometimes all desirable KS invocations in

an area of the utterance may be at low levels.

A lef t - to-r i ght anal ys is , st a mt ing from the beginning of the utterance , can be

accomp lished by using goals in the same way as in the cases of purely bott om-up or
top-down methods. Here , every time quiescence occurs , the processing fr om the

• beg inning of the utterance to a point further along in time is facil itated. This would

1 One of the primitive eve nts that can be used to trigger the execution of a

• prec ondition process is guiescence , defined as the state in which the desirabi lities of - 

V

all KS instantiati ons fall below a specified thresho ld. Another typo of event that is
monit ored for is s t ag nat io ~ , which occurs when the state function S(t ) has not been
modified during a specif ied number of KS executions.

‘S
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continue until the whole utterance was faci l i tated by a goal . Right-to-left , obviousl y, is

similarl y contr olled. Note too that “more or less ’ le f t - to- r ig ht search can be
accomp lished by specif y ing less than infinite goal utilities and by defining “quiescence ”
to mean that the desirabi lit ies of all KS invocations are below some policy threshold

- 

for minimall y acceptable desirabilit y.

Perhaps one of the most important types of empirical comparisons to be studied
is the differences between the breadth-f irst and depth-f i rst  alternatives. Breadth-
first is , theoreticall y speaking, advantageous when KSs are capable of looking at broad
contexts and optimizing their outputs on the basis of more information than is used , for
examp le, by simp le grammatical rewrit ing rules. Sim ilar l y, if KSs are capable of
appreciating the extent to which various hypotheses are part ial l y supported by
dispara te but cooperative data scattered about tne blac kboa rd , a breadth-f ir st
approach should exhibit sonic “intelligence. ” A ltern & ve ly , a depth-f i rst approach is
desirable whenever KSs make few err ors. For e~ anip le , i f  w ord recognition becomes

very good, it should be possible to rely upon hypothesized words and inferences (e.g. ,
predicted words ) derived from them , This reduct or. in the necessary parallelism of

hypothesizati on makes depth-f i r s t  a reasonable strategy.  In the interim , however , it is

apparent that there may be enor nous di f f e -ence s 5 the over ai  system performance

under these different control policies. It is hoped t h a t  in the future em pirical data on
the relative util ity of these d ifferent st rateg ies can be obtai ned. Moreover , if the
re la t ive e f fec t i veness  of these ditler ent control strategies can be associated with
formal pr operties of a problem ’s structure and c o rnpiex it y, it may be possible to app ly
such empirical observations to eva uate the for ma l compl ex ity of the speech

understanding problem

In summary, it is suggested t r a t  ~he princspk: s and mechan isms described in the

preceding sections provide a parame ter i zed f ran iewi~i- r~ for the elaborat ion of
numer ous al ternat ive “macr oscopic ” policies fo r a t t t ’ iitional con t r o i  i r ~ t h~ speech
understanding problem. Each of the t ypical sorts of heur s t i r  ~V i oI)lem sol ing polic es

can be realized by simple policy modules that  ma cV pL~ atc goa~ .~t i l i t ies aria thresholds

and respond to quiescence and stag nat ion in po c y - s pe c i 1 ~~~~

TIlE HEA RSAY-Il FOCU~ IN~ POLICY AN I) RESU~T~

The empirical results presented later in V s  s ec t i On -~w e re obtaineo w h IC

Hear say— Il operated under a specif ic focusing policy, defined as fol lows. Firs t , a

r
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segmental hypotheses are generated from the parametr ic representation of the

acoustic signal (Goldberg, Roddy and Gill, 1976). Next all grammatica lly feasible

sentence-in itial and sentence-final w ords are predicted top-down, and possible inter ior
positi on words are predicted bottom-u p based on stressed syllable hypotheses

constructed from segmental iriforniat ion (Smith 1976). These predicted w ords are then
rated (McKeown 1976) , and the most likely words in each time interval are placed on

the black board. Up to this point of processing, control of activi ty is implemented using

thresholds; furthe r processing , however , is str ictly based on the desirab ility

calculations of the schedu ler. Next , a heurist ic word-sequence hypothes izer (Lesser ,

Hayes-Roth , & Birnbaum, 1976) attemp ts to iderit f y the most probable sequences at

word hypotheses (consist ing of success ive language-ad jacent word pairs ) . Because
this KS exp loits stat ist ical  methods to improve cred ibilit y, the initial word sequence

hypotheses are much more accu rate than are hypotheses based on single w ords.

Subsequentl y, KSs are invoked to attempt to parse the hypothesized word sequences

to determine i f they are grammatic al , to predict pocsi ~ Ie t ime—adjacent  grammatical

w ord extensions , to hypothesize arid verif y new words sat isf ying these goals , to

concatenate grammatical arid t ime-adjacen t word sequences , to reject phrases and
wor ds , and to generate new word sequence hypotheses (Hayes-Roth , Erman , Fox and

Mostow , 1976) .

Termination of pr ocessing i~ accomp lished by e mination of all pending KS

instantia t ions or by exceeding a f ixed amount of processing time or space (Hayes-Roth ,

Lesser , Mostow & Ermari , ~976). Once any sente nce i~ recognized that com pletely

spans the ut tera nce , hypotheses that are appar e ntly erroneous are rej ec ted  or

dea ct iv at .~~ An hypothesis is rej ected if its v a d ~ y is so low that any phrase that

c ould incorporate it and would span the entire utterance by combining the best
available wo ’d nypet heses at all other points in time w ould yield a lower value than

the best a i ;afa b le spa n ning se nte. ,ce nypot hes s. Al KS instantiat ions whose SFs

contain a re jec ted hypothesis a-c de leted f r o m  the syste m. An hypothesis is

de act i~~~~d unless its val i~i~~ is g r e a t e r than t~~ va i t y ot the corresponding

temporal inte rva l of the best a ’a ab e spanning se rtence hyp othes is .  Any pend.ng KS

irist~ rit iat io n whose ~~ c o i r tans  onl y deact i. ’ateci hypotheses is also e r n n a t e d .

W hene - m r  a more v~it id  c c i  ~i i  sente nce hypothes s is gene rated , hypotheses rendered

V weakl y ( loca~ ,j improbao c are cie~- i - .’a te~~, s t r o n g l y  (g lobal~,> ~‘probable hypotheses
V are “e~~c t e d , and ass oc iated pending act ions are e m m iMed

A s gnif icant a m o u nt of tuning of the focussing parameter s has been a t t e r -n p t c d .

Nevertheless , the c u r r e nt para meter  values are pr ~‘:.i~y not op t - am and it seems

~~~~ ..~~~~~~~ ~~~ 1i~~~~~:~~~-:~~~ 
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clearl y imp ossible to determine what the optimal values a r e V  ~n addition, owing to the

interesting relationships between the desirab lity of bread t h- or depth-first searches
and the specific performa nce characte r is t ics  of the part icular KSs used in the system ,
no absolute conclusions are warranted. Onl y the genera : focusing problem and our
suggested general approaches appear universa l y va u id; statements regarding the
validity of particular parameter settings must awa it  major breakthroughs in the
development of our mathemat ical models and a n a l y t c a ~ techniques.

Our focus of atte ntion mechanisms were evaL~ te d by executing Hea rsay— Il with
three different scheduli ng al gorithms over the s a m e  61 te s t  utterances spoken by one
male speaker 1. The three algorithms used are listed below:

A (alternati ng) : All ins tant iated precon ditions are executed , then all
pending KS insta nt ia t ions are executed in decreasing order of
desirabil i ty , and this program i s  repeated until the te rmination
cond ition is sat isf ied.

W (word—specif ic compet it ion) ; Preconditions and KS nsta ii t iati ons
are all schedu led ac ording to des u r aou it~ the most desirable
being executed f i rs t .  The desirab i l it of a precondition is
taken to be the maximum expected desirabi l ity of all of its
potential KS i r i st a n l iat ions .  Competit ion is based on a cur rent
state f unction representing the highest-valued word
hypotheses that support any phrasa l hypotheses. Stagnation
in a time region ref lects the time e apred si;~ce the word
supporting the state function in th a t reg ion was last
incorporated into a longer and more valid phrasa l iypot riesis .
This best - f i rs t  schedu ling al gor ithm continues until the
termination condition is ~~t u s f u e o

P (p hrase—speci f ic  co m poti t  on): T i~is al gor it :u v is ide nt ica l to
al gorithm W exc ~ pt that  c ompet i t ion is based on a current

state funct ion representing the highest- - a  uea phrase
hypotheses ~.pannin g e a h  time a rea. Stagn:~t n n  in a time
region re f lec ts  the time elapsed sinc e t ne s ta te  t i u nc t ion value

• last increa sed in that region.

The termination conditions were identical for a~ conditions. Whenever a more

1 The grammar used in this eva luatio n w a s more comp lex than that usuall y used for - 

-

r system testing. By thus inc eas i ng the size of the s earc h  space , we hoped t o
dif ferentiate the alternative st rategies as much as poss o c.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~
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valid comp lete sentence wa s understood , improbab lr~ - ,‘pothe ses and pending
ins ta nt iat ions were deact ivated or rejected The sys tem was halted in any case
whenever the time limi t of 200 cpu seconds (including output generation ) or the
st orage limit of 200k (about 40k for dynamic storage of hypotheses , links , and arrays )
on the PDP - KL i O was exceeded. When the system quiescec or was halted , the
highest-rated hypothesized sentence was chosen as the utterance interpretat ion.
Thus , three outcom es could occur: (1) every word in the sentence was cor rect l y
identified; (2) although some words were incorrectly recognized , (e.g. , art ic le was

recognized as art ic les ),  the semantic interpretation of the entire sentence was correct;
or (3) the sentence was incorrectl y underst ood.

While a gomthm A can be view ed as a control co nd it ion aga inst which to measure
the e f fec ts  of focus ing, it will perform signif ic unt l y i:,:~ t t e r  than a con e t ’~~y unfocused
system just because w/ cnevCr a cor r ect  sentence 5 found , i t is usuall y produced by
the f i r s t  executed KS instunt ation in the last comp lete cycle.  At that point , most of the
other pending KS m ns t an t i a t i on s  are e l iminated as a res u ;t of hypothes s deac t ivat ion

and reject ion . Fo~ Our purposes , the interesting compar isons a ’ e oe tw een algorithms
W and P, both of which are expected t o produce s g n  f ican t l y better performance than
A. As previousl y ex pla’ ned , we ex pected P to prod -ce more of a depth-f i rst  search of
the soluti on space. T h us , to the ex te nt  t nat  bottom - up w ord hypotheses are ía/id and
reliably ranked (co r r t ~ct hypotheses rated higher than ecorr ect ones) P should rapidl y
home -in on correct  interpret at ions and suppress compet ing act ion s , Conversely, to the
extent that these co rid’t ions do not arise , the dep th .f r~t nature of P should entai l
many long and fr u:t / ess se a rches Oe mn g perform ed befo re the sys tem (es s en t ia l ly  backs

V up arid) continues execut ion of the stag nat ~ng o~.t cor rec t  KS ins ta nt iat i o ns Thus , in
V conipar son to W , P is f a s t  but r isk y. W ; le tr ie cor iser-~u t v e  c o m p e t t i o n  pol cy W

should produce co nsiste nt l y moderate search t imcs , P is ex pected to produce a more
bi— modal dis tr ’but io n r e s V t n g  f rc i rmr many f ast and many ve ry  s iow sea rc hes. Th ese

pred ’ct i ons are schematized in Eigure 2.

The results f r o m  the 6 t e s t  se nten c ’s were ar f o~i ows Fi rst as ~ ~~~~ ted , A
resul ted in a s i g n i f ic a n t l y o ,ccr rate of correct  . noe rs ta nn ing than e l n e -  W or P.

W hite the overal/  r r i t e s  of cor re c t  se n- a nt ic  inter p retat .on for A , W, aid P \~c’re .62 , .77 ,
and . 75 , it is irite re~ f i ng to co m pa re t ep three algor i th ms where  ~‘~ e :r  di f ferences are

F

. most detectable.  m e  corre s po nd V r ~~ ra tes f or exact  rec n;r t ion were  .52 , . 10 , and .66.
Considering only t r o s e  (L~~.) se nte nc es not immea ate ly rpcoc ~r:zed bott o r r -up (i.e.,

exc lu d i n g  ~il sentence~ where f ocusing s t ra tegy  p 3/ ed no par . the ra tes  of exac t
( w o r d — f o r — w o r d  c o r r e c t )  ~V e c u . n t o n  we re  .5? , . 7~ , arid 6~i. T ue di! ~c re nc ” b,ri~~en  A

(
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and W or P are stat is t ica l l y reliable (one-tailed Binomial nomogeneity tests , p < .05),
but the di f ference between W and P is negligible. In addtion to its poor recognition
performance , the control focusing algorithm A ran considerab/ y slower than (more than
twice the time of ) both W and P. As a result , a/ gorithm A wi / I  not be discussed furthor.

V 
The remainder of our analyses are based on the 33 sentences that were not

recognized immediatel y bottom-up but were correct l y understood using either W or P.
Six different but necessaril y correlated measures of the relative effect iveness of the
algorithms were considered and are reported in Table 1. All measures show a
stat is t ical l y reliable superiorit y of W over P. The average magnitude of this
superiorit y ((P- W )/W ) is about 20 percent , and the largest ef fect is shown in the
average CPU time to hypothesize the correct sente nce. By examin ing the frequency
distr ibuti on of CPU times for these two algorithms (see Fig. 3), it can be seen that the
observed superiority of W over P s due primarily to the tendency f or P to produce
the longest processing times in sp it e of its concomitant tendency to produce the
shortest processing t imes.

In sum , competit ion is an ef fec t ive  sc hedu im ng princip le. Furthermore , the
effect ive ness of the competition principle is very se~ s m t iv e  to two va rying real izat i ons
based on the alternat ives of small grain size (competing w ords in the same region) or
large grain size (co mpeting phrases in the sa n e a rcu )  in f / c  computat ion of the
current state function. I t appears t nat the e f f i cacy  of the snia lier grain size is due to
the pressu re if ex erts for a conse rva t ive , limited breadt h- f i r s t  search. ~~te r ”at ve l y,
competi t ion based on larger units of evaluation is undes i rable because it too often

results in long depth-f irst searches that , wh ile persistent l y promisi ng success , are
fruit less.

CONCLUS1O N~ ANI~ D1 REC TION ~ FOR FUT~)RE RESEAPCH

~3/ s nematiz ing knowledge sources as [p iecc . re ! t :on  ‘=> response] rules , each

p o t e n t - a  behavior of the Hearsay- U syste m is v ewc ci as ~in r s t a ~ t ia t i On of such. a
form The se K S instant at io nc are seen to be . t ! ~~u~u5 fr ame ~~> response f rame]

a~ t ori dm ’~
.r  r Ptions . The d ncir a b i l i tv  of an .

~~~t~ 1 r~~ia t i nn  is t / . I
V m r ~ c omputable from

several c harac ter i s t i cs  of the stimulu s arid r e sp o n s e  f r a n C s  F3 ised on these princip les

fo r at tent ional  control , a desirabi - t y neasu re is rn~cu~ uced that  acco mpl shes most of
the focusing ob ject ives.  Several elaborat ions of th .s s . ’np , e s t r a t e g .  are desi ra :~ie .

For ‘ m or e  p-ec ise control , comput a t io ns are m acc ’  of tn~ curr en t  state of the anal ys is ,
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the imp licit goal state of the system , and the relative degree of goal sat isfact ion of
each KS invocation. Once the des irability of each KS invocation is computed , the

execution of the most desirable f i rst  serves to accomplish an apparently optima l
allocation of comput ing resources. In addition , our framework provides an excellent
envir onment for empiricall y evaluati ng the utility of various global f ocusing strateg ies.
Each of these can be expressed in terms of particular we ight ings of the contributions
of various terms to the desirability of a KS invocation or by simple modules to create ,
modify, arid monitor goals controlling the direction of anal ys is. The relativel y small
grain size of knowledge representat ion and fine ident ification of the type and locat ion
of knowledge source contributions apparentl y affords great advantages in
exper iment ing with mechanisms to control a large , distributed, knowledge-based
understanding system.

Anal ysis of our results indicates that large cost reductions ca n be obtained by
strai ght forward realization of the proposed focusi ng princip les , particu larl y if a
moderate grain size (the /evel of wo rd hypotheses ) is chosen as a basis for

imp lementing the notions of curre nt s tate , competit ion , and st ag nat on . On the other

hand, our experience points to many excit ing questions tc r  future research , including:

( 1) What autom atic methods an be developed to

search the space of possible parameter sett ings to ;rnprove

the performance of complex systems of cooperat ive and
compet i t i ve resources?

(2) To what extent are the ~mr h e and e~e/ coordi nates
plus the directionalit y of expected action m r the computation
of expected resp onse frames an e f f ic ien t  represent a tion of

the behavioral space? How can compiex cooperat ive

relationships among many potential act ions be factored into
desirabil it y calcu lat ions without se riousl y m pac t i ng the

— e f f ic iency of such c a l c c la t ons 9

(3) To what extent can the sc hed.j i ’ng fun ct i o n  be

f orma lized and expedited through the co nstruct ion of a
scheduling data base? For examp / e , our imp lemen tation

exploi ts ass ociat ive connections between hypo t heses and th e

KS i r istan t ia t ions whose SFs include the m . and these are used

t o expedite propagatio n of dynamIc hypothesis val idity
changes th roug h the associated precond it ions and KS
in~ ‘a nt ia t i ons whose des r a b i t y  calcu lat ions are di rectl y

F.
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affected. If such associations are considered links , what sort
of linked data structure would provide the n ost useful modet
of scheduling for cooperative and competitive resources in a
constantl y changing pro ol em space ’

(4) What methods can be devised to infe r optima l or ,
simp ly, ef fect ive granularity of c omputati o na i structures and
pr ocesses? To what extent is the perfor mance of a complex
system i k e  H4,ar .ay- II  dependent upon the s pec if ic
granulari t ies we have imposed , ifl( ua ng the part icular levels
of interpretation (acoustic segments , phones , sy llables , words ,
word sequences , phrases), time i n te r v a ~ sizes , preconditions
as f i l ters  v s ,  KS in s tant ia t i ons as co n~p~ex pr ocesses , and
word- or phrase-s pecif ic bases for com petit ion and
s tagnation?
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FIGURE CAPTIONS

Figure 1. Comparison of the relative desirabi lities of three [SF —> RE] KS
iristantiations as affected by competition with the current state S(t). RF3 is more
desirable than RF2 because , although both have the same expected value and are
above the current state, RF3 represents a larger expected improvement over S(t) than
does RF2. RF 1 is least desirable because its expected value is below the current state

and is thus inhibited by competition.

Figure 2. Expected frequency distribution of processing times for word-specific
(W) and phrase-specific (P) competition algorithms. A unimodal distribution of
moderate times is expected for W, while a bimodal distribution of fast and slow times is

antici pated for P.

Fi gure 3. Observed processing times for al gorithms P and W. Ignoring the
absolute frequency of occurrence of short , moderate , and long processing times , these
curves give the probability of a specific observed time arising due to W or P. These

conditional probabilities conform to the predicted unimodal and bimodal frequency
distributi ons predicted in Figure 2.
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